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Abstract

The advanced multimodal processing of current vision
language models (VLMs) has prompted rigorous bench-
marking across multicultural settings, revealing a clear in-
clination toward Western culture. While the bias likely
stems from the predominance of Western-centric images in
the VLM pretraining data, the resulting long-tail distribu-
tion problem is only exacerbated in underrepresented cul-
tural settings, such as Bengali. Our work explores this prob-
lem through an aspect-based evaluation of several classes
of VLMs on the rich Bengali culture. Our BanglaProtha
dataset is a VQA dataset, containing images that encap-
sulate Bengali cultural elements, questions in native Ben-
gali, and semantically similar multiple-choice answer op-
tions. Our experiments provide behavioral insights into
VLMs across prompting & fine-tuning strategies, cultural
aspects, model size, and augmentation methods. Our work
serves as a diagnostic tool for addressing and mitigat-
ing inequalities in multicultural and multilingual settings,
thereby bringing efforts to democratize Al systems. Our
code and data are available at https://github.com/
farhanishmam/BanglaProtha.

1. Introduction

The recent scaling of VLMs [10,50] led to extensive im-
provement across several vision-language tasks, such as vi-
sual question answering (VQA) [7], visual grounding [37],
and visual reasoning [28]. The visio-linguistic elements of
the associated datasets vary widely, thereby challenging the
exceptionally advanced systems [25]. One such variation
arises in multicultural settings where the images contain
cultural artifacts, e.g., region, event, architecture, inter alia,
that are typically not observed in benchmark datasets [45].
The associated questions also center on these cultural as-
pects and are often multi-lingual, where non-English scripts
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bring linguistic variations in the textual modality [53].

There have been several instances where VLMs exhibit
substantial bias towards Western cultural concepts [45,52].
The performance disparity can be attributed to the imbal-
ance in pre-training data of the associated VLMs [47] and
hence re-framing the multi-cultural evaluation problem to
a long-tail distribution problem, i.e., the niche cultural el-
ements are present at the tail-end of the pre-training data
distribution. As contemporary VLMs often require or rely
on a training paradigm [24], the lack of resources makes it
challenging to mitigate this skewed distribution problem.

Despite recent interest in multicultural and multilingual
VLM evaluation [9, 53], the cultural depth of such bench-
marks remains shallow. We exemplify this through the di-
verse Bengali' culture. To characterize the uniqueness of
this culture, several aspects must be considered, e.g. food,
events, landmarks, and art. However, existing benchmarks
rarely explore beyond surface-level aspects of this culture
[45]. Additionally, Bengali has a unique blend of Indic and
Southeast Asian cultural elements, often requiring a multi-
faceted understanding of cultural concepts [43].

With several culture-specific benchmarks in other non-
Western cultures [46,61], we found it crucial to construct a
dataset and evaluate VLMs on culturally unique aspects of
Bengali. Our contributions can be summarized as:

* We present BANGLAPROTHA, a VQA dataset with im-
ages encapsulating nine distinct Bengali cultural as-
pects, questions in native Bengali, and semantically
similar multiple-choice answer options.

e We evaluate monolingual, multilingual, and large-
scale VLMs on our dataset using five prompting and
four fine-tuning strategies to assess their performance.

'In this work, Bangla and Bengali are used synonymously to denote
the same language, cultural identity, and people, predominantly associated
with Bangladesh and the West Bengal region of India.
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Figure 1. Sample images from the BANGLAPROTHA dataset across different cultural aspects, where (i) the images are relevant to Bengali
cultural aspects, i.e., event and fashion/attire (ii) the question is in native Bengali scripts with the English translation, and (iii) the answer
options are semantically similar. The English translation has been provided for non-Bengali speakers and is not part of our dataset.

* Our findings reveal key behavioral insights on the cul-
tural aspects, model size, necessity of training data &
answer options, and vision-language alignment.

2. Related Works

Multilingual & Bengali VQA. While VQA research has
predominantly been conducted in English [15], efforts have
been made to develop non-English and multilingual VQA
datasets, e.g., FM-IQA [19], MCVQA [22], Multi30K [ 7],
xGQA [49], and MaXM [15]. For Bengali, initial bench-
marks like Bengali-VQA-v1 [26], derived from VQAv1 [7],
and Bengali CLEVR [26], derived from CLEVR [28], were
created via machine translation of English datasets. How-
ever, machine translation often struggles with low-resource
languages like Bengali, as it fails to capture the nuances of
the language and introduces linguistic artifacts [18,40].

Rafi et al. [51] introduced a manually annotated Bengali
VQA dataset derived from VQAv2 [21], but limited to
binary questions and Western-centric images that fail to
represent Bengali region-specific contexts. ChitroJera [8]
and BVQA [13] addressed these issues using images
relevant to the Bengali region. However, their QA pairs are
generated using LLMs, which limits the questions’ ability
to reflect cultural nuances. Furthermore, both datasets serve
as standard VQA benchmarks, without any categorization
based on cultural concepts.

Western Bias & Multicultural VQA. Recent studies have
highlighted the performance disparity across cultural and

social norms, with VLMs exhibiting bias towards the West-
ern counterparts [14, 44]. A lack of Bengali cultural un-
derstanding has also been evident [52]. Multicultural VQA
benchmarks [11,53] serve as a diagnostic tool in identifying
such cultural biases, albeit with limited samples from each
country, culture, or geographic region.

The CVQA dataset [53] evaluates VQA models on
multi-lingual and multi-cultural contexts from 30 countries
across 10 distinct cultural aspects. However, it simplifies
the Bengali culture to the Indian region only, overlook-
ing the diversity and traditions of the Bengali culture from
Bangladesh. CultureVQA [45] establishes a similar bench-
mark across 11 countries, but categorized geographically.
Thus, the Bengali culture was blended with the rest of the
rich Indian culture. CultureVerse [32] provides the most
diverse benchmark across 188 regions, but has limited sam-
ples in Bengali. Closest to our work is ALMBench [57],
which includes Bengali cultural aspects from the whole re-
gion but lacks the nuances in answer options.

3. BANGLAPROTHA Dataset

Cultural Concepts Categorization. We systematically
categorize BANGLAPROTHA into nine diverse categories
encapsulating several Bengali cultural aspects as seen in
Fig. 1. Our categorization draws inspiration from prior
works in VQA [32, 39, 53], while adapting to better align
with the Bengali cultural context. We aggregated several
fine-grained categories into generalized ones: (1) vehicles
& transportation, people, and everyday life to Social
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Figure 2. (a) Question type Distribution, (b) Category-wise count of images, questions, and unique answers across cultural concepts.

Life, (2) plants, animals, landscape, and buildings to
Nature, (3) tradition, art, history, public figure, and pop-
culture to Art and History. Detailed category de-
scriptions are provided in §C.

Image Sourcing. We initially source 21,254 images
from previous Bengali image datasets: BORNON [42],
BANGLALEKHA-IMAGECAPTIONS [52], and BNA-
TURE [4]. We further diversify the dataset by sourcing
2,800 publicly available Bengali images from websites.
After rigorous filtering, the final distribution of image
sources is provided in Tab. 1 and Fig. (§A.2a).

Data Annotation. We recruited 17 native Bengali annota-
tors (12 male, 5 female), who are university undergraduates
with strong expertise in Bengali culture and literature. The
annotators received standard monetary compensation on a
per-sample basis. To ensure annotation quality, we provided
(i) detailed annotation guidelines (§A.1,A.2) and (ii) a ded-
icated annotation tool (§A.3).

For each image, the annotators created (i) a culturally
relevant question and (ii) four semantically similar and
question-relevant answer choices. They were instructed to
carefully examine the image objects and their context to
produce semantically similar answer options. For instance,
if an image depicts a rural game, the annotators should
include the names of other rural games as options. These
semantically similar options were designed to test a model’s
ability to evaluate cultural elements. The annotators were
also instructed to discard any image that did not belong to
any of the nine culture categories.

Annotation Verification.  Our dataset went through
rigorous manual verification using a multi-stage filtering
process. Samples were excluded based on several criteria:
(1) images lacking sufficient cultural relevance, (2) impre-

cise or ambiguous questions, (3) misalignment between
images and questions, (4) incorrect categorization, and
(5) questions focusing solely on object detection without
cultural context. From the initial 9,479 annotated image-
question samples, 8,034 (8034/9479 = 84.76%) met all
quality standards and were retained, while the remaining
1,445 samples were discarded.

Data Source #1 #Q  #Q:#1
BNATURE 2079 2517 1.21
BORNON 1402 1638 1.17
BANGLALEKHA 2541 2816 1.11
Bengali Websites 920 1063  1.16
Total 6942 8034 1.16

Table 1. Source distribution in BANGLAPROTHA. #I: No. of Im-
ages, #Q: No. of Questions, and #Q:#I: Question-Image ratio.

Dataset Statistics & Analysis. From Fig. 2b and Tab.
(§A.3), we observe a higher sample count from the Social
Life and Nature categories, whereas the count of unique
images, questions, and answers remains somewhat uniform
across the cultural aspects. “What” and “Which” type ques-
tions are predominantly more than other types, taking a sub-
stantial 68.6% of the total question types (Fig. 2a). Tab. 1
shows that BANGLAPROTHA has a strong representation of
all four data sources while maintaining a good question-
to-image ratio. Fig. (§A.2a) illustrates the distribution of
cultural aspects across sources, e.g., website images have
a high number of Incidents, but fewer Religious
Events. Finally, BANGLAPROTHA is divided into the
standard 80:20 train-test splits.



Prompt Strategy Prompt Overview

Zero-Shot/Base Prompt
Chain-of-Thought (CoT)
Translation-based
Culture-Specific
Description-based

Find the most accurate option for the given image, question, and answer options.
Think step by step before selecting the answer.

Translate the question and options into English.

The image is culturally relevant to the Bengali culture across nine key concepts.
First describe the contents of the image and then use it to generate the answer.

Table 2. The prompting strategies used in our benchmarks. The base prompt is appended at the end of the latter four prompting strategies.

4. Experiment Design

We classify our experiments into two categories: (i)
prompt-based and (ii) fine-tuning experiments. The model
details have been reported in (§D.1).

4.1. Prompt-based Experiments

We consider five prompting strategies (Tab. 2), the
vanilla zero-shot prompting, Chain-of-Thought (CoT)
[59], Translation-based [23], Culture-specific [32], and
Description-based prompting. Description-based prompt-
ing takes inspiration from previous works where passing
a textual description helped in visual classification [8, 32].
Tab. 2 provides an overview of all prompts, with detailed
descriptions available in (§G).

4.2. Fine-tuning Experiments

Full Fine-tuning. To perform full fine-tuning on the
pre-trained multimodal model ¢n,,, we frame the task
as a classification problem, following previous ap-
proaches [39, 54]. Given an image I, a question Q, and a
set of answer choices {a1,as,...,a,}, where n denotes
the number of candidate answers, the model ¢y, is trained
to predict the most relevant answer a, from this set. We
optimize the model using the standard cross-entropy loss
over the answer choices, incentivizing the model to assign
higher probabilities to the correct answers and vice versa.

Partial Fine-tuning. Most open-source VLMs adopt a
modular Vision-Encoder + Adapter + LLM architecture. An
input image I is first processed by a vision encoder ¢y, fol-
lowed by an adapter module ¢, which transforms image
features into a sequence of visual tokens. In parallel, the
input text T is encoded by a text embedding layer £(+) to
obtain textual tokens. These visual and textual tokens are
concatenated and passed to a large language model ¢p i,
which performs multimodal reasoning and language gener-
ation. The output text prediction is given by:

T = ¢rim([@a(ér(1); E(T))).

The entire model is trained using an autoregressive next-
token prediction loss over the textual sequence T. In our
partial fine-tuning experiments, we explore three settings:

e L-LoRA: Applies LoRA [24] fine-tuning to the lan-
guage model component ¢y within the multimodal
model ¢y M, aiming better alignment of the visual and
textual representations.

e L-LoRA + Adapter: Fine-tunes both the adapter mod-
ule ¢4 and language model ¢y using LoRA, to in-
vestigate whether updating the visual token transfor-
mation improves performance.

e L-LoRA + Adapter + VE: Fine-tunes the vision en-
coder ¢; along with the previous components ¢, and
odLLM, to examine whether learning fine-grained visual
representations leads to better performance.

Training settings for both full and partial fine-tuning are
provided in §D.2 and §D.3 respectively.

5. Results Analysis

The results of prompt-based experiments on eight open-
source and three closed-source VLMs under five prompting
strategies are presented in Tab. 3. Similarly, Tab. 4 reports
the performance of five VLMs for full fine-tuning and
another five for partial fine-tuning, each employing three
distinct strategies as outlined in Sec. 4.2.

Open Source vs. Closed Source Models. The accuracy
of monolingual open-source VLMs remains below 42% for
both zero-shot and CoT prompting (Tab. 3). In contrast,
multilingual open-source VLMs generally exceed 50% ac-
curacy, except for the smaller Phi-3.5-V. The performance
difference is obvious, as the monolingual models are not
trained to comprehend Bengali text.

Among the open-source models, only Gemma-3 12B
matches or exceeds the performance of the closed-source
models. This can be attributed to the supposedly larger size
or pretraining data of the closed-source models. GPT-40
consistently outperforms the other models, with the excep-
tion of being slightly surpassed by Gemma in zero-shot
prompting and Claude in description-based prompting.
Overall, GPT-4o0 takes the crown using the culture-specific
prompting, achieving an average accuracy of 83.42%.

How should we prompt? From Fig. 3, we observe that
closed-source and larger models, e.g., llama-3.2-V 11B,



Cultural Concepts
Food  Fest Rel Nature Fash Sport Life Art/Hs Incid Avg

Models

g2 BLIP2OPT6.7B[29] 3521 3338 3147 4377 3236 46.13 3842 3418 40.66 37.29
w0 § LLaVa-1.5 7B [30] 3331 3332 40.00 4000 25.06 38.28 51.68 3836 3330 37.04
-é. © LLaVa-Next 7B [31] 2832 36.74 40.05 4336 4326 36.66 4496 51.78 4513 41.14
g LLaMa-3.2-V 11B [4]] 6123 69.78 60.52 5630 7267 7334 7020 70.05 83.32 68.60
& % Phi-3.5-V [1] 3831 31.72 2328 2508 2994 4505 3671 30.10 38.34 33.17
% = Phi-4 Multimodal [2] 57.64 4753 4414 4237 53.56 5442 5327 50.88  50.20  50.45
Eﬁzl: o Qwen-2.5 7B [58] 50.10 50.15 6020 51.66 7326 60.08 61.72 7332 80.05 6228
g Gemma-3 12B [56] 68.28 86.73 71.72 76.74  86.72 7826 8336 8328 7837 79.27
N 3 Claude-3.5 Sonnet [6] 81.67 7024 8190 7192 7508 8226 8138 7212 8256  77.68
& Gemini-2.0 Flash [20] 86.24 7471 6588 5572 8091 58.62 6448 8642 8793 7343
© GPT4o[3] 78.68 6852 7893 76.74 7535 9132 8341 7228 79.38  78.29
g BLIP-2OPT 6.7B 3445 3562 30.05 31.67 3674 31.08 2462 4241 31.66 33.14
% § LLaVa-1.57B 3638 3572 2746 3551 4405 3877 2328 3831 40.14 3551
<} © LLaVa-Next 7B 43.08 3827 4244 3831 30.53 28.80 60.10 2584  46.57 39.33
%) LLaMa-3.2-V 11B 65.05 6831 5827 6332 7626 7828 80.04 6503 7627 70.09
2 % Phi-3.5-V 36.72  30.02  23.28 18.52 2832 2510 3048 3328 3520 28.99
ﬁ = Phi-4 Multimodal 4749 4822 4994 2324 56.64 4828 4672 4822 4492 45.96
5 o Qwen-2.5 7B 61.68 61.64 60.10 60.15 6834 7328 7338 7170 71.73  66.89
,g Gemma-3 12B 75.04 8828 7334 7506 90.04 75.02 8325 7832 81.69 80.00
5 2 Claude-3.5 Sonnet 8478 7823 8504 7578 80.56 81.78 84.10 76.04 84.77 81.23
£ Gemini-2.0 Flash 87.14 7932 73.89  58.04 86.22 6223 67.55 89.57 9042 77.15
C GPT4o 80.18  84.43 82.62 7834 8148 8344 8256 7510 86.67 81.65
2 BLIP-2 OPT 6.7B 37.04 3478 3345 4515 3422 48.12 4020 3576 4257 @ 39.03
EO LLaVa-1.57B 25.00 38.60 28.81 3559 26779 41.67 49.15 4727 3793  36.76
T o LLaVa-Next7B 3333 3500 3729 31.67 2542 36.67 3833 31.67 3333 33.63
172
.g LLaMa-3.2-V 11B 62.71 75.00 66.10 65.00 7458 6333 70.00 6333 8500 69.45
,E —§ Phi-3.5-V 28.33 3559 3729 20.00 1833 2833 40.00 21.67 3500 29.39
% = Phi-4 Multimodal 55.17 4500 4576 4237 56.67 51.67 4833 60.00 51.67 50.74
E O Qwen-2.57B 56.67 66.67 5833 6333 7833 65.00 70.00 66.67 75.00 66.67
E Gemma-3 12B 71.67 8500 75.00 7627 86.67 76.67 83.33 85.00 85.00 80.52
2 Claude-3.5 Sonnet 8591 78.00 8545 7720 7552 8542 8438 76.67 84.04 8140
£ Gemini-2.0 Flash 88.04 7856 71.15 57.62 85.14 6048 6790 9022 9144 76.73
C GPT4o 8752 77.62 8030 7942 8525 8438 8442 7848 8741 8275
2 BLIP-2OPT 6.7B 3392 3229 30.14 4264 3132 4463 3722 3290 39.66 36.08
Eo LLaVa-1.57B 45.00 3833 3051 27.12  30.00 2373 3559 36.67 40.00 34.11
& © LLaVa-Next7B 2833 36.67 3333 3000 2542 31.03 4138 30.00 31.67 3298
3 LLaMa-3.2-V 11B 60.00 70.00 66.67 7833 71.67 7500 71.67 7500 86.67 72.78
% —‘g Phi-3.5-V 37.93 40.68 3148 2414 3276 3898 3571 2982 2759 3323
E = Phi-4 Multimodal 5345 4576 5333  38.60 56.67 5593 4821 5254 40.68  49.46
= o Qwen-2.5 7B 58.62 66.10 5593 5690 72.88 61.67 6949 70.00 80.00 65.73
&} Gemma-3 12B 76.67 8500 7833 7500 86.67 75.00 83.33 7833 80.00 79.81
3 Claude-3.5 Sonnet 86.62 7923 8732 77.67 78.14 87.11 8578 7820 86.15 8291
2 Gemini-2.0 Flash 90.52 8048 7460 58.78 87.04 63.67 7042 91.05 9288 78.83
C GPT4o 8192 86.71 84.23 8024 84.05 83.10 8530 7594 89.25 8342
2 BLIP-20PT 6.7B 36.70 34.62 3278 4542 3323 4753 39.64 3532 4205 38.59
§ LLaVa-1.57B 3559 2931 3051 3051 3333 32,14 3898 4833  40.00 3541
8 o LLaVa-Next7B 31.67 4237 31.03 2931 2857 36.67 37.29 40.68 50.00 36.40
v
.g LLaMa-3.2-V 11B 6271 7759 66.10 67.80 79.66 66.10 7143  70.69 83.05 71.68
E —‘g Phi-3.5-V 3333 46,55 2456 3390 3158 3833 3051  30.00 3729 @ 34.01
2 = Phi-4 Multimodal 5439 44.07 5593 3793 56.67 50.00 46.67 50.00 49.15 4942
5 o Qwen-2.5 7B 55.00 6552 5085 6034 8214 6441 61.11 7288 7759 @ 65.54
g Gemma-3 12B 70.00 86.67 7500 76.67 8333 75.00 8333 7833 80.00 78.70
3 Claude-3.5 Sonnet 84.74 8156 85.80 78.15 76.62 88.10 86.80 7423 84.80 82.32
& Gemini-2.0 Flash 8990 81.05 69.13 5432 85.14 5872 63.66 89.94 9425 76.23
© GPT4o 80.55 7552 80.72 80.83 84.85 86.18 8474 6670 85.68  80.64

Table 3. Model benchmarking results across different Prompting Strategies on the test split of BANGLAPROTHA. O-Mono and O-
Multi refer to the open-source monolingual and multilingual models, respectively, while Closed refers to the closed-source models. Cyan
highlights the highest score for each cultural concept, and Bold indicates the overall best-performing model.



Models

Cultural Concepts

Food Fest Rel

Nature Fash Sport Life Art/Hs Incid Avg

Full Fine-Tuning

BanglaBERT [12] + ViT [5] 33.24 3327 37.18
BanglaBERT [12] + Swin [34] 3545 36.25 38.78

CLIP [50] 31.25 3290 36.78
LXMERT [55] 3438 35.89 39.67
ALIGN [27] 3891 39.83 41.62
SmolVLM?2 [38] 3234 48.09 42.56
Intern-VL3-2B [16] 65.12 40.24 45.08

36.08 3136 38.14 40.17 3382 3221 35.05
3720 3245 40.17 4127 3592 33.64 36.79
3464 28.62 33.15 3470 3234 3048 32.76
3722 3352 36.10 3793 3487 3290 3583
40.63 3544 4339 4472 39.60 35.84 40.00
41.65 4576 41.87 41.00 5248 55.89 44.63
5336 45.13 61.60 56.58 56.53 46.67 52.22

Partial Fine-Tuning

LLaVa-1.5 7B [30]

L-LoRA 56.67 55.00 55.00 45.00 48.33 50.00 6833 46.67 60.00 53.89

L-LoRA + Adapter 63.33 51.67 50.00 53.33 50.00 5833 4500 51.67 56.67 53.33

L-LoRA + Adapter + VE 66.67 5833 36.67 56.67 5333 60.00 60.00 6333 7333 58.70
Qwen2.5-VL 7B [58]

L-LoRA 60.00 76.67 63.33 66.67 78.33 76.67 76.67 7833 76.67 72.59

L-LoRA + Adapter 68.33 76.67 61.67 66.67 71.67 7833 70.00 80.00 83.33 72.96

L-LoRA + Adapter + VE 65.00 70.00 63.33 75.00 71.67 81.67 80.00 85.00 7833 74.44
Paligemma-2 10B [10]

L-LoRA 73.33 7833 66.67 66.67 86.67 75.00 70.00 70.00 6833 72.78

L-LoRA + Adapter 81.67 76.67 63.33 80.00 81.67 76.67 70.00 81.67 76.67 76.48

L-LoRA + Adapter + VE 68.33 83.33 70.00 65.00 81.67 7333 66.67 76.67 7833 73.70
LLaMa-3.2V 11B [4 1]

L-LoRA 63.33 76.67 61.67 63.33 75.00 71.67 7333 71.67 76.67 70.37

L-LoRA + Adapter 81.67 70.00 68.33 60.00 7833 71.67 7500 7333 81.67 73.33

L-LoRA + Adapter + VE 56.67 71.67 61.67 66.67 70.00 66.67 6500 75.00 76.67 67.78
Gemma-3 12B [56]

L-LoRA 80.00 81.67 75.00 68.33 86.67 6833 71.67 81.67 8333 7741

L-LoRA + Adapter 81.67 83.33 70.00 71.67 85.00 7833 7333 8333 76.67 78.15

L-LoRA + Adapter + VE 8222 92.12 80.64 8190 8845 8452 7572 85.13 86.44 84.13

Table 4. Model benchmarking results across different Finetuning Strategies on the test split of BANGLAPROTHA. O-Mono and O-
Multi refer to the open-source monolingual and multilingual models, respectively, while Closed refers to the closed-source models. Cyan
highlights the highest score for each cultural concept, and Bold indicates the overall best-performing model in each category.
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Figure 3. Average accuracy of models across prompting strategies on the test split of BANGLAPROTHA.

Gemma-3 12B, and Qwen 2.5 7B, achieve the highest per-
formance gains under culture-specific prompting, empha-
sizing the need for culturally tailored instructions for rea-
soning and generating culturally relevant responses. Zero-
shot prompting, however, remains the weakest of the

prompting strategies. In sharp contrast, zero-shot prompt-
ing consistently outperforms the other strategies for the
smaller open-source models, suggesting that the additional
prompting instructions tend to overwhelm the limited ca-
pacity of the smaller architectures.
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Figure 4. (a) L-LoRA accuracy of models with vs. without data augmentation, (b) LAVE scores of open-ended vs. multiple-choice ques-
tions across cultural concepts for GPT-4o, (c) Accuracy of fine-tuned models across question types, and (d) Average accuracy vs. model
parameters of zero-shot and fine-tuned models (using the best-performing strategy), with the accuracy trendline across parameters (in red).

Prompting vs. Fine-tuning. Following Tabs. 3 and 4, fully
fine-tuned dual encoder and modality alignment models
achieved performance comparable to the monolingual
open-source models (~40% average accuracy). Partial
fine-tuning showed a substantial bump in performance over
prompting strategies, e.g., the best fine-tuning strategy for
LLaVa-1.5 7B outperformed its best prompting strategy by
21.66%. Similarly, fine-tuned Gemma-3 12B achieved the
highest average accuracy, 84.13%, on our dataset, slightly
surpassing GPT-40 using culture-specific prompting.

What’s the best way to finetune? Tab. 4 highlights ALIGN
outperforming other fully fine-tuned models across all
aspects, but lagging behind the larger partially fine-tuned
LLMs. Fine-tuning the language component using L-LoRA
usually improved the performance, e.g., for LLaVa-1.5 by
roughly 17% vs. its best prompting strategy. However,
we observed several instances of performance drop, e.g.,

Gemma-3’s average accuracy dropped roughly 3% vs. its
best prompting strategy.

Should we fine-tune the visual component? Fine-tuning
the visual components, i.e., adapters and vision encoders,
generally leads to improved performance (Tab. 4). The best
results are usually achieved when both, visual and textual,
components are fine-tuned, improving the alignment with
the underrepresented Bengali cultural images. However,
models, such as Paligemma-2 10B and LLaMa-3.2V 11B,
underperform when adapters and vision encoders are
fine-tuned, likely due to overfitting. Adapter fine-tuning
tends to outperform applying L-LoRA fine-tuning only,
though occasionally leading to a marginal performance
decline (e.g., -0.65% accuracy drop for LLaVa-1.5 7B).

Performance variation across Cultural Aspects. Most
models tend to perform better on Fashion, Social
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Figure 5. Performance comparison across evaluation methods of Gemma-3 12B: (a) unanimous correct predictions, (b) only LoRA-FT
predicts correctly, and (c¢) unanimous incorrect predictions. Red and Green highlight the incorrect and correct predictions respectively.

Life, and Incidents categories, while struggling
with Religious and Nature Fig. (§A.3b). Under
zero-shot setting, GPT-40 excels in Sports, Gemini-
2.0 in Art/Hs, Incidents, and Food, Gemma-3
in Fashion and Festivals, and Claude-3.5 in
Religion. We see similar performance strengths of
Gemini-2.0 and Gemma-3 on Festival, Fashion, and
Art/Hs, likely due to overlap in training corpora as the
models share the same parent company. Gemma-3, using
L-LoRA + Adapter + VE, consistently outperforms most
fine-tuned models across all cultural aspects.

Performance across Question Types. Following Fig. 4c,
the fine-tuned Llama-3.2 11B performs better on How
much questions, while Gemma-3 12B leads on rest of
the question types. Similarly, Fig. (§A.3a) shows the
best prompting model, GPT-40, performing better on
How much (93.4%), When (90.6%), and Where (87.2%)
questions, demonstrating the model’s excellence on qual-
itative, temporal, and spatial reasoning. In contrast, the
lowest performance was observed for How Many (66.5%)
questions, exposing the model’s weakness in counting.

Impact of Data Augmentation. We applied LLaVA-style
augmentation [30] during L-LoRA finetuning by augment-
ing each question-answer(QA) pair k = 4 times, k rep-
resenting the number of options per question, resulting in
6.5k x 4 = 26k samples (detailed in §D.4). This com-
pensates for the scarcity of multiple-choice variations by
shuffling the answer options to create new training samples.
From Fig. 4a, we observe a 3-9% boost in average accuracy
across all models except Qwen-2.5 (cultural aspect-wise
breakdown in Tab. §A.4). As the augmentation only per-
mutes the position of the correct option, the results expose
a positional textual bias in the models. Similar experiments
were conducted using the circular evaluation strategy [33],
reported in §E.3 and Tab. A.S.

What if we remove answer options? We investigate this
by evaluating GPT-40 in an open-ended setting using the
LAVE metric [36] (details in §E.1). In this setup, GPT-40
attained a LAVE score of 43.68%, a significant drop
from its 81.64% accuracy in the multiple-choice format.
Fig. 4b shows performance dropping notably for Food,
Festival, and Sport categories. Similar experiments
were conducted on open-source VLMs (Tab. A.6), with
models exhibiting a consistent decline in performance
under the open-ended setting.

Error Analysis. Fig. 5 shows predictions of the best per-
forming Gemma-3 12B model across prompting and fine-
tuning strategies. In Fig. 5a, all evaluation settings correctly
identify the traditional attire (Panjabi). In Fig. 5b, only the
LoRA-FT setting correctly recognizes the correct habitat of
the animal. In Fig. 5c, all settings mispredict the location
of the floating guava market, which requires a high level of
cultural knowledge even for Bengali natives. While some
classes of culturally-grounded visual questions can be han-
dled by the fine-tuned model, others that require in-depth
knowledge remain challenging. §F expands qualitative er-
ror analysis across models and cultural concepts.

6. Conclusion

We introduced BANGLAPROTHA, the first Bengali cul-
turally grounded Visual Question Answering dataset en-
compassing nine diverse cultural domains. Through com-
prehensive experiments with both open- and closed-source,
monolingual and multilingual VLMs under various fine-
tuning and prompting setups, we provide valuable insights
into the current capabilities and limitations of Bengali mul-
timodal understanding. We hope our dataset and findings
will foster future research toward more culturally aware and
linguistically inclusive vision-language models.
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BANGLAPROTHA: Evaluating Vision Language Models in Underrepresented
Long-tail Cultural Contexts

Supplementary Material

A. Annotation Guidelines

The annotation guidelines include the Question and Op-
tion Creation Guidelines (§A.1) and Categorization Guide-
lines (§A.2). For the ease and convenience of the annota-
tors, we have kept the annotation guidelines concise to the
essentials, eliminating redundant details. For further clarifi-
cation or context, the annotators may consult other materi-
als, e.g., formal category definitions (§C).

A.1. Question and Option Creation Guidelines

As an annotator, you need to compose clear, meaning-
ful, and culturally relevant questions and corresponding an-
swer choices based on the provided images. Ensure that
the questions are unambiguous and align with the theme of
the dataset. For each question, provide four closely related
answer options. Please follow the guidelines below to for-
mulate the questions and answer choices:

1. Choose images that authentically reflect the everyday
life, traditions, or notable customs of Bengali-speaking
communities.

2. Write all questions in Bengali script to maintain linguis-
tic authenticity.

3. Ensure each question is directly related to a cultural el-
ement of the given image and reflects Bengali tradition,
lifestyle, and customs.

4. Avoid vague or general questions that do not refer to
specific visual elements.

5. Keep the question clear and concise. Avoid complex
sentence structures or ambiguous wording.

6. Provide exactly four options: one unequivocally correct
answer and three plausible—but incorrect distractors.
The distractors must be logically related to the question.

7. Match the length and grammatical structure of all op-
tions to avoid inadvertent cues.

8. Maintain a uniform tone and phrasing style to preserve
coherence throughout the dataset.

9. If you are unsure about a specific annotation, refer to the
provided sample annotation document for examples and
further clarification.

A.2. Categorization Guidelines

Each question should be assigned to a relevant category
to ensure the dataset remains well-structured. Categories
help organize the data and improve its usefulness for future
analysis. Carefully review the content of the question before
selecting the most appropriate category. The following nine
categories should be used:

* Food — Includes questions about traditional dishes, local
cuisine, e.g., Biryani, and food-related customs.

* Cultural Festivals — Covers national and regional cele-
brations, e.g., Pohela Boishakh, Bijoy Dibosh.

* Religious Events — Related to religious celebrations,
e.g., Eid, Puja, Christmas, and associated customs.

* Nature — Questions about rivers, landscapes, weather,
and other natural elements specific to Bengal.

* Clothing and Fashion — Includes traditional attire, tex-
tile heritage, and fashion trends in Bengal.

» Sports — Covers games and physical activities com-
monly played in the region, e.g., kabaddi, swimming.

* Social Life — Focuses on daily life, social interactions,
and community activities of the Bengalis.

* Arts and History — Questions about Bengali paintings,
landmarks, historical events, and architectural heritage.

* Incidents — Recorded Bengali historical events, e.g.
election day, landmark declarations, and public events,
e.g., river erosion.

A.3. Annotation Tool

To facilitate the annotation process, we developed an an-
notation tool using Streamlit>. We provided live, hands-on
tutorials to the annotators and detailed software documen-
tation. Fig. A.1 illustrates the tool’s interface and workflow.
The annotation process begins with annotators specifying
the path of the image directory. To support continuous an-
notation sessions, the tool allows annotators to resume their
previous work by uploading a progress. json file. At
any point during the annotation process, annotators can save
their progress by downloading both progress. json and
relevant. json files.

2https://streamlit.io
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Figure A.1. Demo of our annotation tool.

For each image, annotators identified an image as either
Relevant or Irrelevant. For Relevant images, annotators are
required to: formulate a question based on the visual con-
tent, create four multiple-choice options, select the correct
answer from these options, and identify the corresponding
cultural concept represented by the sample. Upon complet-
ing these steps for a relevant image, annotators can save the
data and proceed to the next ima ge. Images classified as
Irrelevant are automatically skipped.

B. Data Collection & IAA Score

Source License

Unsplash Royalty-free commercial license
Pixabay CCO (Public Domain)
Wikimedia Commons CCO (Public Domain)

Rawpixel CCO (Public Domain)

Pexels Royalty-free commercial license

Table A.1. Source name and license of the websites used for image
collection.

We have collected a total of 2,800 publicly available
Bengali images from various online sources. The websites

used for image collection, along with their corresponding
license information, are listed in Tab. A.1. To assess the
annotation quality, we also evaluated the Inter-Annotator-
Agreement (IAA) score. For this, we randomly selected
450 samples (50 samples for each cultural concept) from
our dataset. We instructed the annotator to pick the best
option for a given image and the options. Each sample is
annotated by three random annotators. Then we measure
the Kappa Score as our TAA score and report it in Tab. A.2
for various cultural concepts. The results indicate a con-
sistently high level of agreement across all categories, with
an average ~ of 0.848. This suggests strong reliability and
consistency in the annotation process.

C. Category Definitions

While §A.2 provides informal definitions and examples
of each category for the annotators, in this section, we for-
mally define each category to capture distinct concepts of
Bengali culture and heritage.

¢ Cultural Festival: Celebrations rooted in Bengali tra-
dition, and seasonal cycles, e.g., Pohela Falgun (First
Day of Spring), Pohela Boishakh (Bengali New Year),
and regional folk festivals.


https://unsplash.com/plus/license
https://pixabay.com/service/terms/
https://commons.wikimedia.org/wiki/Main_Page
https://www.rawpixel.com/services/licenses
https://www.pexels.com/license/

Cultural Concept Kappa
Food 0.812
Fest 0.879
Rel 0.844
Nature 0.899
Fash 0.861
Sport 0.785
Life 0.837
Art/History 0.893
Incident 0.826
Avg 0.848

Table A.2. Inter-Annotator Agreement (Kappa) for Cultural Con-
cepts

* Food: Local cuisine and culinary items of the Bengal
region, e.g., rice, fish, lentils, and sweets like Rasgulla,
Sandesh, and Mishti Doi.

* Nature: Landscape of the Bengali region including
rich plains, meandering rivers, and lush green scenes,
e.g., scenes of farmers working in the mustard field.

* Clothing & Fashion: The style of dress and adorn-
ment of the Bengalis, e.g. handwoven saree, panjabi,
and embroidery.

* Social Life: The interactions, communal gatherings,
and shared activities of Bengalis, e.g., women drying
rice after harvesting.

* Arts & History: From Tagore’s literature and folk art
to Mughal, Pal-Sen, and British colonial architecture.

* Religious Events: Major Bengali religious obser-
vances, e.g., Eid, Durga Puja, and Christmas.

* Sports: Popular pastimes and recreational activities of
Bengalis, e.g., cricket, football, and traditional games
like ha-du-du, bouci, and nouka baich.

* Incidents: Significant public events of Bengal, e.g.,
natural disasters, river erosion, urban challenges,
showcasing societal impact and the human dimension
of change. Includes historical milestones, e.g., election
day occurrences, landmark declarations.

D. Experimental Setup
D.1. Models

We evaluate open-source monolingual (English-centric)
and multilingual VLMs in our prompt-based and partial
fine-tuning experiments. For the monolingual models, we
include BLIP-2 [29] using OPT-6.7B*, LLaVA-1.5-7B [30],

3https://huggingface.co/advaitadasein/blip2-opt-6.7b

and LLaVA-Next-Mistral-7B* [31]. For the multilingual
open-source VLMs, our evaluation includes LLaMA-3.2-
11B-Vision-Instruct [41], Phi-4-Multimodal-Instruct [2],
Phi-3.5-Vision-Instruct [1], Gemma-3-12B [56], Qwen2.5-
VL-7B-Instruct [58], and Paligemma2-10B [10]. In ad-
dition, we conduct evaluations using closed-source large
VLMs, including GPT-4o [3], Claude-3.5 Sonnet [6], and
Gemini-2.0 Flash [20].

For full fine-tuning, we evaluate dual encoder models:
BanglaBERT [12] + ViT [5] and BanglaBERT + Swin [34].
Since all the text is in Bengali, BanglaBERT is used for
textual encoding. We also fine-tune cross-modal models:
CLIP [50], LXMERT [55], and ALIGN [27]. We fuse vi-
sual and textual representations through concatenation for
the dual encoder and CLIP models.

D.2. Full Fine-tuning Setting

For the full fine-tuning experiment, we used the Hug-
gingface library [60] to load the pretrained weights and the
PyTorch framework® for model training. The AdamW opti-
mizer [35] was employed with a learning rate of 2e-5 and a
batch size of 32. For the dual encoder and CLIP models,
the visual and textual representations were concatenated,
passed through a two-layer MLP with ReLU activation, and
a linear layer for classification. Each option, along with the
question and image, was passed through the model, and the
results were stacked to calculate the cross-entropy loss. The
models were fine-tuned until convergence.

D.3. Partial Fine-tuning Setting

For all partial fine-tuning experiments on open-source
Vision-Language Models (VLMs), we use the LLaMaFac-
tory framework [62], known for its efficiency in fine-tuning
VLMs. For LoRA fine-tuning [24] of the LLMs, we use a
LoRA adapter with a rank of 64 and set alpha to 64. We
also apply a LORA dropout rate of 0.05 to prevent overfit-
ting. The training configuration includes a batch size of 32,
a learning rate of 2e-4, and a training duration of one epoch.

All the hyperparameters are provided in D.5

D.4. Data Augmentation Setup

Let each datum be a triplet (I, Q, O), where [ is an im-
age, ( its associated question, and O = {ay,aq,...,ar}
is the set of k candidate answers, among which the correct
answer is ¢* € O. In our multiple-choice VQA setting,
we fix £ = 4. To mitigate the paucity of native multiple-
choice examples, we synthesize additional training samples
by permuting the position of the correct answer within O.

“https://huggingface.co/llava-hf/llava-vl.6-
mistral-7b-hf
Shttps://pytorch.org/
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https://pytorch.org/
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Figure A.2. (a) Distribution of image sources of BANGLAPROTHA across cultural aspects, (b) Performance of GPT-40 model using zero-
shot prompting across image sources. Performance can be correlated to the quality of images from that source.

Count Ratio Percentage

Category

#Img #Ques #Ans #Opt #Q:#I #O:H#A Img (%) Ques (%)
Social Life 1900 2002 1802 4025 1.05 2.23 27.37 24.92
Nature 1400 1600 1312 3212 1.14 2.45 20.17 19.92
Arts & History 754 954 698 1482  1.27 2.12 10.86 11.87
Food 705 905 685 1681 1.28 245 10.16 11.26
Incidents 690 790 690 1924 1.14 2.79 09.94 09.83
Cultural Festivals 541 641 589 1315 1.18 2.23 07.79 07.98
Religious Events 252 292 234 601 1.16 2.57 03.63 03.63
Clothing & Fashion 429 529 489 1412 1.23 2.89 06.18 06.58
Sports 271 321 287 673  1.18 2.34 03.90 04.00
Total 6942 8034 6786 16325 1.16 241 100.00 100.00

Table A.3. Category-wise statistics: (i) counts of unique images, questions, answers, and answer options, (ii) question-to-image and option-
to-answer ratio; higher indicates more uniqueness in the dataset, and (iii) image and question composition.

Concretely, we construct, D.S. Hyperparameter

The hyperparameters used in the experiments are listed
in Tab. A.9. Across the fine-tuning strategies, we kept the
for each j = 1,...,k, where in the j-th permutation the learning rate constant for all components, including the vi-

correct answer a* occupies the j-th slot. Each (I, Q, O(j)) sion encoder anc'l vision projector. All experiments were
conducted on a single NVIDIA A100 SXM4 80GB GPU.

j *
O(j) = {al,...,aj_l, a , aj+1,...,ak}

defines a distinct training sample whose label remains a*.
Thus, every original datum yields exactly k£ augmented in-
stances. If the dataset contains N original samples, this E. Additional Experimental Results
procedure expands it to, Ny = N x k = 4N total train-
ing examples, when £ = 4. By exhaustively permuting
the correct-answer position, we ensure uniform coverage of The prompts used for open-ended answer generation
all answer slots, directly exposing and alleviating any posi- and LAVE evaluation are reported in §G. Figure 4b com-
tional biases present in the model. pares GPT-40’s performance across cultural concepts in

E.1. Open-Ended Experimentation
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Figure A.3. Accuracy of the top-performing model on WH-question types and cross-model comparison on cultural concept categories

using zero-shot prompting.

Cultural Concepts

Models
Food  Fest Rel Nature Fash Sport Life Art/Hs Incid Avg

LLaVa-1.57B

L-LoRA 56.67 55.00 55.00 45.00 48.33 50.00 6833 46.67 60.00 53.89

Augmentation  66.67 66.67 61.67 5500 6333 60.00 5833 5833 70.00 62.22
Qwen2.5-VL 7B

L-LoRA 60.00 76.67 63.33 66.67 78.33 76.67 76.67 78.33  76.67 72.59

Augmentation 4333  61.67 50.00 6333  80.00 6500 66.67 71.67 7333  63.89
Paligemma-2 10B

L-LoRA 7333 7833 66.67 66.67 86.67 75.00 70.00 70.00 68.33 72.78

Augmentation 73.33 85.00 73.33 70.00 88.33 70.00 76.67 78.33 88.33 78.15
LLaMa-3.2V 11B

L-LoRA 63.33  76.67 61.67 6333 75.00 71.67 7333 71.67 76.67 70.37

Augmentation 76.67 80.00 75.00 65.00 7833 68.33 71.67 7833 88.33 75.74
Gemma-3 12B

L-LoRA 80.00 81.67 75.00 6833 86.67 68.33 71.67 81.67 83.33 7741

Augmentation 85.00 86.67 71.67 76.67 8833 71.67 76.67 85.00 85.00 80.74

Table A.4. Results of fine-tuning using vanilla L-LoRA and using data augmentation with L-LoRA across cultural concepts.

both open-ended and multiple-choice formats. Open-ended
accuracy varies widely, from 32.2% for Food to 53.7%
for Art & History, highlighting the model’s uneven
grasp of different cultural concepts. Multiple-choice ques-
tions consistently yield higher accuracy across all cate-
gories, peaking at 86.7% for Incidents and 84.4%
for Festivals. Accuracy gains from open-ended to
multiple-choice can be as high as roughly 50%, e.g., for
Food (32.2% — 80.2%). The largest improvements ap-
pear in factual and event-based categories, while domain-
specific concepts remain more challenging in the open-

ended setting. Further experiments on open-source VLMs
in open-ended settings (Tab. A.6) show Gemma-3 12B and
Llama-3.2 11B achieving higher scores than their peers,
while LlaVA-NeXT-Mistral-7B and Phi-3.5 lag behind.

E.2. Does language impact performance?

Inspired by K-Viscuit [48], we analyze the impact of in-
put languages on the performance of open-source VLMs.
Specifically, we evaluate three configurations: original Ben-
gali texts, Machine-Translated (MT) English texts, and a
bilingual setup combining both. Following Tab. A.7, MT



Error Type Image

Geographic Localization (fails
to identify specific places and
their regional context)

Ref Question: Which region of
this scene/place in the image be-

longs to?

A: Jhalokathi  P: Barishal

A: Rangpur  P: kushtia

Architectural Understanding
(poor distinction between sa-
cred, traditional, and tradi-
tional architectural styles)

Ref Question: What type of
place is shown in the image?

Cultural Event (fails to iden-
tify festivals and national cele-
brations)

Ref Question: Based on the
time, attire, and activity, which
celebration is taking place?

Regional Food Identification
(unable to distinguish local and
regional fish/vegetables species)

Ref Question: What is the
name of the fish/vegetable
shown in the image?

A: Tilapia P: Rohu

Traditional Sports Recogni-
tion (lacks awareness of local
sporting activities)

Ref Question: What kind of
toys or games the children are
engaged with?

A: Pambaram P: Peg Top

A: Bouchi P: Blind Man's Bluff

A: Tomtom Car P: F1 Car

Table A.5. Types of error made by the best-performing finetuned model, showcasing failures in cultural and regional understanding.
Generalized reference questions are used across image sets instead of individual questions per image. (A = Answer; P= Prediction).

English texts lead to better performance for the LLaVA vari-
ants, Qwen, and Phi-3.5, while the bilingual configuration
yields the best performance for Phi-4, LLaMA-3.2V, and
Gemma-3. Except for Gemma-3, all the models under-
perform in Bengali compared to the MT English or bilin-
gual configuration, highlighting the linguistic limitation of
VLMs in handling low-resource languages like Bengali.

E.3. Circular Evaluation

We implement the Circular Evaluation strategy [33],
where each problem is augmented multiple times with an-
swer choices shifted circularly. Models are both trained and
evaluated using this strategy. Tab. A.8 shows L-LoRA fine-
tuned models struggling with circular evaluation, implying
that models exhibit bias on answer positions instead of se-
mantically understanding the text.



Model LAVE
Llama-3.2 11B 0.3622
LlaVA-1.5 7B 0.1083
LlaVA-NeXT Mistral-7B  0.0594
Phi-4 0.1097
Phi-3.5-Vision 0.0633
Gemma-3-12B 0.5778
Qwen2.5-VL-7B 0.2639

Table A.6. LAVE Scores of Open Source VLMs for Open Ended
Questions

F. Error Analysis

We continue the error analysis in more detail in this sec-
tion across prompting strategies and cultural concepts.

F.1. Qualitative Analysis of Prompting

Figs. A.6 and A.14 compares the predictions and
additional instructional tokens produced by the prompt-
ing strategies mentioned in Sec. 4.1. The first example
(Fig. A.6) shows that the model’s initial zero-shot pre-
diction in Bengali was accurate, correctly identifying
the term Ail (the narrow, raised earthen path between
agricultural plots). However, an error was introduced when
this culturally specific word was inaccurately translated
into English as canals or boundary. The English-based
Chain of Thought (CoT) reasoning recognized the flawed
translation, rejected it, but defaulted to a broader, less
accurate description: over the fields. This reveals a critical
vulnerability where a model’s reasoning can be undermined
by its inability to preserve linguistic and cultural nuance
during translation.

On the contrary, the second example (Fig. A.6)
demonstrates the model’s capacity for precise semantic
differentiation, with both its initial prediction and its
subsequent reasoning proving successful. The zero-shot
answer correctly identified the scene as mritshilpo (pottery
art) due to the strong, unambiguous visual evidence of
people working with clay. Chain of Thought reasoning
reinforces this by meticulously analyzing the given op-
tions, realizing that the activity is a type of handicraft
and could also belong to the cottage industry. This case
highlights the model’s ability to move beyond simple
recognition and correctly navigate layers of meaning to
select the most precise and contextually appropriate answer.

The next example (Fig. A.6) showcases Chain of
Thought as a crucial self-correction tool. The model’s
initial zero-shot and translation-based predictions were
flawed, misidentifying the Bengali Dinga Nouka as a

Sampan (rowboat), a common error where a generic or
more widely known label is incorrectly applied to a specific
regional artifact. = However, the subsequent reasoning
process successfully rectifies this mistake. Evaluating each
answer option with deeper, culturally-specific knowledge,
the CoT correctly disqualifies Sampan as Chinese, not
Bengali, boat design. It then accurately identifies Dinga
Nouka as the appropriate term, showing the prowess of
reasoning to access nuanced facts and override initial errors.

In Fig. A.14, the analysis transitions from Zero-
Shot/CoT approaches to a Description/Cultural prompting
strategy to investigate its impact on model prediction.
The floating guava market serves as a compelling ex-
ample for these strategies. In this case, the Description
prompt accurately captured the visual elements of the
scene,numerous small boats, piles of green guavas, and a
riverine environment, but lacked the geographic specificity
required to identify the exact location. Conversely, the
Cultural prompt correctly contextualized the setting as a
market particularly characteristic of the Barishal region,
yet this valid cultural inference led to the selection of
the broader regional label Barishal instead of the precise
and correct answer, Jhalokathi. Both prompts contained
accurate information but failed to integrate their insights to
achieve the necessary level of specificity.

A different error is illustrated by the subsequent rick-
shaw example, where both prompts focused narrowly on
the vehicle’s method of propulsion and misclassified it as
Hand-pulled. This oversight neglected the image’s more vi-
sually dominant and culturally salient feature: the elaborate
Fine arts decoration on the rickshaw, which was the correct
answer. This example highlights a central challenge of cul-
tural VQA: even when visual descriptions are accurate and
cultural reasoning is appropriate, mispredictions may still
arise. The failure often lies in the final stage of classifica-
tion, where the model struggles to combine correct obser-
vations into a clear and accurate final answer.

F.2. Error Types across Cultural Concepts

The examples provided in Tab. A.5 show several cate-
gories of errors made by the VLMs on BANGLAPROTHA.
In the first set of images, VLMs fail to identify Bengali
geographic locations precisely, likely due to insufficient
pretraining samples. For instance, the model confuses
Rangpur with Kushtia (both mustard-growing regions),
misidentifies Agartala as Krishnanagar (both featuring
similar colonial administrative architecture), and conflates
Cox’s Bazar with Kuakata (both prominent Bengali coastal
destinations). These errors reveal that while the model can
recognize certain concepts, it lacks the deeper cultural and
geographic knowledge necessary to differentiate between



Cultural Concepts
Food Fest Rel Nature Fash Sport Life Art/Hs Incid Avg

LLaVa-1.5 7B [30]
BAN 3333 33.33 40.00 40.00 25.00 3833 51.67 3833 3333 37.04
ENG 45.00 60.00 45.00 50.00 5333 5333 65.00 61.67 50.00 53.70
Bilingual 30.00 41.67 4333 46.67 5333 4833 40.00 51.67 46.67 44.63

LLaVa-NeXT-Mistral-7b [30]
BAN 28.33 36.67 40.00 4333 4333 36.67 4500 51.67 45.00 41.11
ENG 5833 6833 56.67 6333 7500 65.00 71.67 7500 65.00 66.48
Bilingual 65.00 70.00 60.00 61.67 63.33 65.00 6333 75.00 66.67 65.56

Qwen2.5-VL 7B [58]
BAN 50.00 50.00 60.00 51.67 7333 60.00 61.67 73.33 80.00 6222
ENG 50.00 66.67 5833 75.00 70.00 66.67 71.67 7333 76.67 67.59
Bilingual 55.00 63.33 53.33 6833 7500 6500 7000 7333 7333 66.29

Phi-3.5 Vision-Inst [1]
BAN 38.33 31.67 23.33 25.00 30.00 45.00 36.67 30.00 38.33 33.15
ENG 5833 7333 6333 61.67 7500 7333 7167 66.67 61.67 67.22
Bilingual 53.33 75.00 63.33 5333 66.67 75.00 66.67 70.00 61.67 65.00

Phi-4 Multimodal [2]
BAN 57.63 4746 4407 4237 5357 5439 5333 5085 50.00 50.41
ENG 70.69 50.00 60.00 5254 5833 6949 5833 66.67 5424 60.03
Bilingual 65.00 5333 5932 5593 66.67 7333 61.02 6500 4407 60.41

LLaMa-3.2V 11B [41]
BAN 61.22 69.81 6047 5625 7273 7333 70.00 70.00 8333 68.57
ENG 70.00 70.00 55.00 6441 7288 7759 66.67 7333 71.67 69.06
Bilingual 70.18 78.33 57.89 71.19 6140 7321 7586 7627 8333 71.96

Gemma-3 12B [560]
BAN 68.33 86.67 71.67 76.67 86.67 78.33 8333 8348 78.25 79.26
ENG 68.33 80.00 6833 7833 76.67 78.33 80.00 76.67 81.67 7648
Bilingual 71.67 8333 7833 7500 85.00 7833 8333 80.00 85.12 80.03

Models

Table A.7. Comparative Analysis on Different Text Input Languages. BAN refers to original Bengali texts, ENG is machine-translated
texts, and for Bilingual, we provide questions and options in both languages to models. Cyan highlights the highest score for each cultural
concept, and Bold indicates the overall best-performing model for each model.

Question: (TN LT AT (AT AMHR?

Question: (TG 51GT F1°1G I TR, A6 1= P2
(Per:

Question: ot FrsfE @ yaw@e fiser s Fte? Question: BRITT (1Y 13T 21 (T AT? (Which type of jewelry is visible?) son is selling cotton fabric; which craft is this?)
N . P i . . . )
(What type of education is the child receiving? ) (Which city's scene is seen in the photo?) B. 0 97, C. 5T 4, D. NG 4w ﬁ’ﬁ B R, : b, 9 R
, B. Earrings, C. Necklace, D. Nose stud A. Loom craft, B. Handicraft, , D. Cotton craft
ATIEEA BN C. AFREE , B.yw@, C.fiws, D.orwr
A. Fine Arts B. Singing C. Academic , B. Khulna, C. Sylhet, D. Dhaka

Figure A.5. Error Analysis on Clothing & Fashion
Figure A.4. Error Analysis on Arts & History

locations that appear visually similar. Similarly, the model demonstrates a limited and often
inaccurate understanding of non-Western architectural



Cultural Concepts

Models
Food Fest Rel Nature Fash Sport Life Art/Hs Incid Avg

LLaVa-1.5 7B [30]

Circular Eval 36.02 3435 4235 3339 2999 37.68 4321 3456 3990 36.83

L-LoRA 56.67 55.00 55.00 45.00 4833 50.00 6833 46.67 60.00 53.89
Qwen2.5-VL 7B [58]

Circular Eval 47.66 61.23 5399 55.11 71.15 68.18 61.24 6557 65.13 61.03

L-LoRA 60.00 76.67 6333 66.67 7833 76.67 76.67 7833 76.67 72.59
LLaMa-3.2V 11B [41]

Circular Eval 53.77 56.70 56.33 5499 6536 59.36 5846 62.01 64.87 59.09

L-LoRA 63.33 76.67 61.67 6333 75.00 71.67 7333 71.67 76.67 70.37
Gemma-3 12B [56]

Circular Eval 64.67 70.56 54.88 5257 73.69 5499 5148 7544 78.19 64.05

L-LoRA 80.00 81.67 75.00 6833 86.67 6833 71.67 81.67 8333 7741

Table A.8. Circular Evaluation on Finetune Models. LoRA fine-tuned models struggle with the circular evaluation.

Question: B3t Swfio SBT fEfIASTN (F1a

(The clay items shown in the picture belong to whlch cmft’)

Agsfig, B.PRfAg, c.v3fig,  D.owfig

A. Pottery, B. Agricultural craft, C. Textile craft, D. Herbal craft

A R fagw, b. ongeifos smoerar e 2 @gafs, C. 7=r8ior fiss,
A. Victory Day, B. Int. Mother Languuge Day, C.l

Question: TSNS IfFITHT 1T SYOTY AT ST T 3wg?
(Which important day in Bangladesh'’s history is being celebrated?)

D. e (s
Day, D. Pohela Boi:

Figure A.6. Error Analysis on Cultural Festivals

Hyperparameter Finetune
batch size 32

Ir 2e-4

Ir schedule cosine decay
Ir warmup ratio 0.03
weight decay 0
optimizer AdamW
lora_r 64
lora_alpha 64
epochs 4

Table A.9. Hyperparameters used for finetuning.

styles. In the second set of images in Tab. A.5, the models
fail to recognize the distinct functional and religious
purposes of different architectures due to inadequate
knowledge of regional building design. For instance,
the model misidentifies a madrasah (Islamic educational
institution) as a mosque even when madrasah is written in

Bengali script on the building. It confuses a Hindu temple
with a mosque despite the prominent display of a Hindu
mantra on the temple wall in Bengali.

The above phenomenon exposes that not only does
the model lack understanding of Bengali architecture, but
it also fails to process Bengali textual cues that would
enable correct identification. While it can detect general
elements like domes and arches, it cannot integrate these
with scene-text recognition or cultural context to determine
a building’s purpose accurately. The model also fails to
interpret symbolic context, i.e., it recognizes objects and
people but misinterprets their meaning, e.g., confusing a
solemn memorial event with a celebration based on the
presence of flowers.

Besides, the model exhibits a strong bias towards glob-
ally recognized food items and lacks knowledge of local
biodiversity. It repeatedly misidentifies common regional
fish and vegetable species by defaulting to the incorrect,



LA

Question: JFISTEN @IFTT T AT Bedtg?  Question: BRI Fafowa Fhw 3o w1 3wg?
Question: 3 GTRFIEISIE I o I Fte? Quiestion: FIETT (GRBTT QREATT NS F1? (What are the people carrying on the boat?)  (What does the map in the picture indicate?)
2 hat is the name of the smallest shell?
(Which product is the shopkeeper selling in the plcture ) i f ) A f& B.w, C9f, D.35 A ..E . B.A@T e 1 . . D.
AT, B YR cy, D& A.W B o, C D. 5% A. Vegetables, B. Fruits, C. Sand, D. Bricks A. Bhutan, B. C ", D. Nepal
.51, B. 9317, .7y, D. , B.JWIeT, C. w79y fafs, .
A Tea, B. Beverages, C. Mill, D. Water A. Katkoti, B.Muroil, C. Lomba Nimki, D. Monda

Figure A.8. Error Analysis on Incidents
Figure A.7. Error Analysis on Food

Question: oSG ¢TI a3 Tefbw T3 F? Quesnan maﬁvﬁ&w~mmaﬁﬁvwﬁ"

(What is the name of this flower seen in winter?) (Which bird species of Bangladesh is shown in the picture?) Question: firs 31cs )} rercg? Question: QYT (GTTRT

7’
AFEfige,  Bogwe,  C @S, D.REd A fererges s, B.AfEr, C. @i, D. @ (What is the child playing with in the field?) (What are the boys playing here? )
A Mustard flower, B. Gandharaj, C. Delphinium, D. Sunflower)  A. Shiyalbukor Myna, B. Starling, C. Cuckoo, D.Doel A 3f%, B. BT, C. ST, D.

A. {35, B. TB9e, C. 3fF, D. sfeger

A. Cricket, B. Football, C. Hockey, D. Volleyball A- Hockey, B. Footbatl, C. Carrom, D. Cricket

Figure A.9. Error Analysis on Nature
Figure A.10. Error Analysis on Sports

Western or global counterparts (e.g., labeling various local Culture-specific Prompt
fish as Tilapia). This points to the underrepresentation of
regional cuisine in the pertaining data. You are a culturally aware, expert multimodal Al assis-
tant with a deep understanding of the Bengali culture.
You will be provided with an image as visual context.

Finally, the model shows a near-total lack of awareness The image will reflect one or more of nine key cul-
of traditional folk games and handmade toys. It either fails tural aspects: Food, Cultural Festivals, Nature, Religious
to recognize the activity or misclassifies a local craft with Events, Clothing and Fashion, Sports, Social Life, Inci-
an unrelated global equivalent (e.g., a handmade toy car for dents, and Arts & History. Following the image, you
an F1 car), i.e., similar instances of underrepresentation in will receive a multiple-choice question with four options
pretraining data. For each of the nine cultural categories, we labeled (A), (B), (C), and (D). Your task is to select the

most accurate answer from the given options based on
the cultural context of the image. Format your final an-
swer as: (X), where X is the correct option letter from A,
B, C, and D.

contrast a successful prediction with an insightful failure,
presented in Fig. A.4 through Fig. A.12

G. Prompts

Base/Zero-Shot Prompt

You are a highly capable multimodal Al assistant. You
will be provided with an image as visual context, fol-
lowed by a multiple-choice question related to that im-
age. Each question will have four options labeled (A),
(B), (C), and (D). Your task is to select the most accu-
rate answer from the given options based on the image.
Format your final answer as: (X), where X is the correct
option letter from A, B, C, and D.




(Which agricultural tool is being used in the picture?)

Question: SRS @G (T TIEISIB TN FTE, OF (1T (FI1F AL FHF0?

(Which profession is related to the tool the person is using in the picture?)

Question: SRS @1y PfF FIEIIT T9I I 30T?

| B.§I¥, C.omyer, D. 9o A @5E, B.Q%, 3 D. 31
. B.Tractor, C.Plough, D.Jhanjhan A. Cobbler, B. Carpenter, , D. Blacksmith

Figure A.11. Error Analysis on Social Life

Chain of Though Prompt

You are a highly capable multimodal Al assistant. You
will be provided with an image as visual context, fol-
lowed by a multiple-choice question related to that im-
age. Each question will have four options labeled (A),
(B), (C), and (D). Your task is to analyze the image,
question, and answer options carefully, then engage in
step-by-step reasoning and eliminate the incorrect op-
tions. After completing the reasoning steps, select the
most accurate answer from the given options. Format
your final answer as: (X), where X is the correct option
letter from A, B, C, and D.

Translation-based Prompt

You are a highly capable multimodal and multilingual
Al assistant. You will be provided with an image as vi-
sual context, followed by a multiple-choice question re-
lated to that image. Each question will have four options
labeled (A), (B), (C), and (D). Your task is to translate
the four options from Bangla into English and select the
most accurate answer from the given options based on
the image. Format your final answer as: (X), where X is
the correct option letter from A, B, C, and D.

Description-based Prompt

You are a highly capable multimodal Al assistant. You
will be provided with an image as visual context, fol-
lowed by a multiple-choice question related to that im-
age. Each question will have four options labeled (A),
(B), (C), and (D). Your task is to generate a suitable de-
scription of the given image and select the most accurate
answer from the given options based on the image and
the description. Format your final answer as: (X), where
X is the correct option letter from A, B, C, and D.

Question: 3o 19 SfSS1 Fre Treg?

(Which institution is seen in the picture?)

Question: (19 $TFT FoT BIRIG ?
(Which religion is associated with the picture?)

,BR%, C&%5 DR
, B. Hindu, C. Buddhist, D. Jewish

A FHfem, B3, C. oo,
A. Mosque, B. Temple, C. College,

Figure A.12. Error Analysis on Religious Events

Open Ended Experimentation Prompt

You are a highly capable multimodal Al assistant.
You will be provided with an image as visual context,
followed by a question related to that image. Your task
is to generate a suitable answer to the question based
on the image content. You should always abide by the
guidelines mentioned below:

1. The answer must be one or two words, at most three.
2. The answer must be in Bengali language and script.

(IMAGE), (QUESTION)

Generate your response in the following format:
A: (GENERATED ANSWER)

LAVE Evaluation Prompt

You are an expert cultural anthropologist tasked with
evaluating the correctness of candidate answers for
cultural Visual Question Answering (VQA).

Given an image as context, a question, a reference
answer by an expert, and a candidate answer by a model,
rate the candidate answer’s correctness.

Use a scale of 0-1, where O indicates an incorrect,
irrelevant, or imprecise answer, and 1 indicates a
correct, precise answer according to the reference.

You have to provide the rationale for your rating and
then provide a rating in the format: ’Rating: X’, where
X is either O or 1.




Q @S RFoTe S99 e @t g ?
Q: What are the boys walking on?

A. O35 fReT (boundary) B. GRS 89T C.om1fR@ D. i fam
A. On a narrow ridge (ail) B. On the field C. On the road D. On water

Zero-Shot: A. SR+ fATs

Translated: Question: What are the children walking over?
Options:

A. Through canals B. Over the fields

C. Through the road  D. Through the water

Answer: B

CoT: The question asks what the children are walking over. Looking at the image, it's clear they are walking through fields. Option
A refers to "ail" which is not relevant here. Option C refers to roads, which are not visible in the image. Option D mentions water,
which is not the case. Option B accurately captures that they are walking across fields. Therefore, B is correct. Answer: B

Q: B AfoTfero ea fgle @e?

Q: Which form of art is reflected in the picture?

Afichiy BIwfy  Confrefy  DgBefy

A. Pottery B. Handicraft C. Garment industry D. Cottage industry

[
Zero-Shot: A. fsfig

Translated: Question: What kind of art is reflected in the picture?
Options: A. Pottery art B. Handicraft art C. Garment industry D. Cottage industry
Answer: A

N\ : ;
CoT: The question asks "What art is reflected in the picture?". The image shows two people working with clay and making poﬁ'em

Let's analyze the options:

A. &g (mritshilpo) - This means "pottery art" or "clay modeling". This aligns perfectly with what's depicted in the image.
B. =% %15 (hostshilpo) - This means "handicraft." While pottery is a handicraft, two people working with clay and making
pottery.this is a broader term and doesn't specifically describe the art being practiced.

C. (P16 7 (poshoshshilpo) - This means "textile industry" or "clothing industry". This is clearly not relevant to the image.

D. Fo7 Frg (kutirshilpo) - This means "cottage industry". This is a broader economic term and doesn't specifically address the

art form.

Therefore, the most accurate answer is tj‘%ﬁﬁ (pottery art).

wswer: A /

Q: 3R T GIET A6 1T $IIT?

Q: What type are the two floating boats in the picture?
A.fef3 @i B.f96 @8 C. ™0 D. e

A. Dinghy boat  B. Speed boat C. Sampan  D. Raft

Zero-Shot: C. AN

Translated: Question: What type of boats are floating in the picture?
Options:

A. Rowboat

B. Speed board

C. Sampan

D. Raft

Answer: C

The question asks We need to identify the type of boat that is typically used in
Bangla (Bangladeshi/Bengali) culture depicted in the image.

Let's evaluate the options:

It fits the
appearance of the boats in the image.
it does not even look like a speed board.
While some influence might exist due to trade,
A vela is a raft, usually made of logs tied together. Therefore,

Figure A.13. Zero-Shot vs. Translated vs Chain-of-Thought approach error analysis. Detailed and accurate parts are emphasized in colored
and bold letters. The red color is used to highlight the mistakes it made.



Q: BRY BB fEora ST 1T GINSIN Frafe ST TUb Gdwe?
Q: In the terracotta depiction of the image, the daily life of which community of
Bangladesh is portrayed?

A.Sm0feT B.pmgeonsl C.yafc D oo

A. Bengali B. Ethnic minorities C. Muslim  D. Non-Muslim

The image shows a terracotta relief depicting scenes of daily life.
The artwork is composed of individual terracotta tiles arranged to form a larger
mural. The scenes portrayed appear to show rural activities, possibly agricultural
practices, with people engaged in farming, carrying baskets, playing musical
instruments, and other daily tasks. The figures are styled in traditional clothing,
and the overall aesthetic suggests a representation of rural Bengali life. There's
text written in Bengali script above the figures, potentially providing context
about the artwork's title or subject. The base of the terracotta is mounted on a
rough stone wall.
Answer: A

The image showcases a terracotta relief depicting scenes of rural Bengali life. The people are dressed in traditional attire
and engaged in activities like farming, playing musical instruments (like the *dotara* and *tabla*), and carrying baskets - all
characteristic of the Bengali people's cultural heritage and daily routines. The depiction of agricultural practices, traditional
clothing, and musical expressions strongly suggests a portrayal of the broader Bengali community rather than a specific minority

group. The text "Shagorer Neelgori/del Rider" written on the terracotta panel hints at a specific location or event related to the
Bengali culture.

Answer: A

Q BRY a3 T SN IEIT 19 QINT ORIFT ?
Q: The floating guava marlket shown in the picture is located in which place?

A wewfs B.9feT C.GIST D.a1BY
A. Jhalokathi B. Barishal C.Dhaka D. Natore

The image depicts a vibrant scene of
. Numerous and men are

actively sorting, loading, and selling the fruit. Some

structure, likely a trading hub, with stacked crates of
guavas nearby. The

hinting at a riverine environment. The scene

is
centered around the harvest and trade of guavas. The overall atmosphere

suggests a unique cultural practice integrated with the natural environment.
Answer: B

The image depicts
These markets are a traditional way of
. The presence of along with

people actively Floating markets

are particularly characteristic of the Barishal region in Bangladesh. Answer: B

Q. e @ o 15 &REr elk?

Q: What feature do we observe in a rickshaw?

A.BIgel B.IWE C. @ HfTe D oERIT
A.Fine arts B. Hand-pulled C. Horse-drawn D. Wheel-less

The image depicts a
The sky is the dominant feature,

filled with The colors
range from deep blues and grays to fiery oranges and yellows, creating a striking
contrast. Inthe
foreground, there's a street scene with buildings, trees, and several people.
Notably, with a man
standing nearby. Other vehicles and people are also present, suggesting a lively,
everyday scene. Answer: B

The image depicts

A common feature is

the presence of These
The scene is bustling with everyday life, showing people and buildings in the
background. The The ornate decorations on the rickshaw itself are

examples of local artistry. Answer: B

Figure A.14. Description vs Cultural evaluation approach error analysis. Detailed and accurate parts are emphasized in colored and bold
letters. The red color is used to highlight the mistakes it made.
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